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Abstract

Contrastive Language-Image Pretraining (CLIP) has
shown impressive zero-shot performance on image classi-
fication. However, state-of-the-art methods often rely on
fine-tuning techniques like prompt learning and adapter-
based tuning to optimize CLIP’s performance. The neces-
sity for fine-tuning significantly limits CLIP’s adaptability
to novel datasets and domains. This requirement mandates
substantial time and computational resources for each new
dataset. To overcome this limitation, we introduce simple
yet effective training-free approaches, Single-stage LMM
Augmented CLIP (SLAC) and Two-stage LMM Augmented
CLIP (TLAC), that leverages powerful Large Multimodal
Models (LMMs), such as Gemini, for image classification.
The proposed methods leverages the capabilities of pre-
trained LMMs, allowing for seamless adaptation to diverse
datasets and domains without the need for additional train-
ing. Our approaches involve prompting the LMM to identify
objects within an image. Subsequently, the CLIP text en-
coder determines the image class by identifying the dataset
class with the highest semantic similarity to the LLM pre-
dicted object. Our models achieved superior accuracy on 9
of 11 base-to-novel datasets, including ImageNet, SUN397,
and Caltech101, while maintaining a strictly training-free
paradigm. Our TLAC model achieved an overall accu-
racy of 83.44%, surpassing the previous state-of-the-art
few-shot methods by a margin of 6.75%. Compared to
other training-free approaches, our TLAC method achieved
83.6% average accuracy across 13 datasets, a 9.7% im-
provement over the previous methods. Our Code is avail-
able at https://github.com/ans92/TLAC

1. Introduction
Vision-Language Models (VLMs) like CLIP (Contrastive
Language-Image Pretraining) [29] have demonstrated im-

pressive performance on a variety of downstream tasks, in-
cluding few-shot learning [15, 43] and zero-shot learning
[28]. Trained on a massive dataset of 400 million image-text
pairs using a contrastive learning approach, CLIP exhibits
strong generalization capabilities. However, CLIP still ne-
cessitates a certain level of task-specific knowledge (such as
fine-tuning on downstream tasks) to attain optimal results.
Fine-tuning the entire model on limited downstream data
is often impractical due to the risk of overfitting. To ad-
dress this challenge, two primary techniques have emerged
to adapt CLIP to downstream tasks: Prompt Engineering
[48, 49] and Adapter-based Fine-tuning [5, 11].

CLIP rely on textual prompts to guide its image under-
standing. When presented with an image, CLIP aims to
identify the most relevant prompt from a vast pool of pos-
sibilities. For instance, given an image of a Red Car, CLIP
might match it with the prompt “A photo of a red car.” Pre-
vious work [49] has shown that changes in the structure of
the CLIP prompt affect its accuracy. To address this chal-
lenge and to adapt CLIP to specific downstream tasks with-
out extensive fine-tuning, prompt learning has emerged as a
promising technique. Through training, the model learns
to exploit the fixed elements within prompts such as “A
photo of a/an [object],” allowing it to effectively apply this
knowledge to downstream tasks. Another approach lever-
ages lightweight, trainable adapter networks, leaving the
larger CLIP model frozen. These techniques, in conjunction
with CLIP, offer strong generalization capabilities and have
achieved impressive results. However, a major limitation of
these methods is the need for training on each new dataset.
This hinders their potential as universal models capable of
handling diverse domains and classes.

To mitigate these challenges, recent training-free ap-
proaches, such as CuPL [28] and MPVR [25], integrate
Large Language Models (LLMs) with CLIP. Specifically,
these methods first employ LLMs to generate textual de-
scriptions for each class. Then, CLIP is used to determine



Figure 1. Diagram of SLAC model. Blue text is the LMM prompt.
Red Car, Old Car and Red Apple are dataset class labels.

the class description that best aligns with the visual repre-
sentation of the image. While eliminating the need for train-
ing, these methods still necessitate the generation of class
descriptions tailored to each new dataset.

To address this limitation, we propose a straightforward
technique that leverages the capabilities of Large Multi-
modal Models (LMMs) 1 such as Gemini [35] eliminat-
ing the need for explicit class description generation. Our
approach is training-free, allowing us to fully harness the
power of LMMs, which benefit from extensive pre-training
on diverse data. A key advantage of LMMs is their uni-
versality, enabling them to handle a wide range of datasets
and domains. To the best of our knowledge, this is the first
work to explore LMM for image classification and com-
bined LMM, Gemini, with VLM, CLIP. The main contribu-
tion of this work is as follows:
• We propose a simple yet effective training-free approach

to leverage Large Multimodal Models (LMMs) for image
classification task.

• Specifically, this work introduces two models, Single-
stage LMM Augmented CLIP (SLAC) and Two-stage
LMM Augmented CLIP (TLAC), which combine the
strengths of LMM and VLM to leverage their combined
capabilities.

• Our experiments demonstrate that our approach achieves
superior accuracy on a majority of evaluated datasets, in-
cluding the large-scale ImageNet, all while remaining en-
tirely training-free and requiring no training samples.

2. Method
Unlike previous work [15, 43, 48, 49] that relied on fine-
tuning CLIP, we propose a training-free approach leverag-
ing Large Multimodal Models (LMMs) for image classi-
fication. Our method offers a significant advantage: it’s

1In literature some works called them Multimodal Large Language
Models (MLLMs)

Figure 2. Diagram of our TLAC model. Blue text is the LMM
prompt. Red Car, Old Car and Red Apple are dataset class labels.

training-free, yet surpasses the performance of state-of-the-
art fine-tuned models. Furthermore, our method requires
no training samples, unlike some other training-free ap-
proaches [47]. We introduce two distinct models: SLAC
and TLAC.

2.1. Single-stage LMM Augmented CLIP (SLAC)
In our SLAC model, we first provide an image and a prompt
to the LMM, Gemini. For instance, the prompt might be
“Which object is present in the image? Also tell its at-
tribute.” Gemini then generates a textual description, z,
such as “The image shows red sports car” as illustrated
in Figure 1. Subsequently, both z and all dataset class la-
bels, y, are encoded into textual features using the CLIP
text encoder. Finally, the similarity between z and each y is
computed to determine the image’s predicted class.

c∗ = argmax
y∈C

(
g(z).g(y)

)
(1)

where z is the answer predicted by Gemini LMM and y
represents the class from the dataset classes C.

2.2. Two-stage LMM Augmented CLIP (TLAC)
Our SLAC model yielded promising results. However, we
encountered instances where the model correctly identified
the class present in the image, but the predicted label did
not match the ground truth. For example, in flower datasets,
some images were labeled with common names, while oth-
ers used scientific names. Although our SLAC model, in-
corporating CLIP, mitigated this issue to some extent, it still
struggled with scientific names. To address this limitation,
we propose a TLAC model, as illustrated in Figure 2.

TLAC model employs a two-step approach. First, the
LMM, Gemini, gives the answer to our question with re-
spect to the image, similar to the SLAC model. However,
instead of predicting the object present in the image, we ask
the LMM to provide the object most relevant to the dataset
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CLIP-S 73.5 94.3 93.1 76.9 76.2 90.3 30.0 67.6 52.5 73.8 60.9 74.0 46.2 69.9
CLIP-DS 75.5 93.7 93.5 78.1 79.5 90.9 31.8 69.0 54.8 76.2 61.9 77.7 48.8 71.6

CuPL 76.7 93.5 93.8 77.6 79.7 93.4 36.1 73.3 61.7 78.4 63.4 - - 75.2
D-CLIP 75.1 97.0 93.0 75.1 79.5 91.1 31.8 69.6 56.1 76.2 62.2 76.5 48.9 71.7
Waffle 75.1 96.2 93.2 76.5 78.3 91.5 32.5 69.4 55.3 76.0 62.3 77.0 49.1 71.7

MPVR (Mix) 75.9 95.4 93.1 70.6 83.8 91.4 37.6 72.5 61.6 75.8 62.2 78.4 49.7 72.9
MPVR (GPT) 76.8 96.1 93.7 78.3 83.6 91.5 34.4 73.0 62.9 78.1 63.4 78.2 50.6 73.9
Ours (SLAC) 73.8 96.6 96.5 88.7 77.7 92.9 65.6 73.5 58.5 85.2 67.9 89.9 66.1 79.4
Ours (TLAC) 74.1 97.0 97.1 90.2 85.7 94.4 79.4 79.0 72.6 89.5 69.2 90.8 68.2 83.6

Table 1. Table compares the results of our models with those of previous training-free methods. Results of previous state-of-the-art models
have been taken from [25].The best result is displayed in bold, while the second-highest result is shown in blue. Higher scores represent
superior performance.

class, based on its initial prediction. If the initial prediction
was accurate, the second step reinforces it. However, if the
initial prediction was partially correct but used a different
name (for example, Gaillardia instead of Blanket Flower as
shown in Table 3), the second step corrects and improves the
prediction, leading to higher accuracy. Figure 2 provides a
visual overview of this TLAC model.

3. Experiments

3.1. Generalization from Base-to-Novel classes

Previous methods [15, 43, 48, 49] have been trained on
base classes for 16 instances per class in a few-shot man-
ner also known as 16-shot learning and then generalized the
knowledge on novel classes. In contrast, our approach is
training-free, making it applicable to new datasets and do-
mains. Similar to prior work [15, 43, 48, 49], we evaluated
our approach on 11 diverse image classification datasets
such as ImageNet [8] and Caltech101 [10], 2 general object
classification datasets; OxfordPets [27], StanfordCars [16],
Flowers102 [26], Food101 [3], and FGVCAircraft [23], 5
fine-grained datasets; SUN397 [42], a scene understand-
ing dataset; DTD, a satellite-image recognition dataset [7];
UCF101 [33], an action classification dataset.

3.2. Domain Generalization

In domain generalization, models are evaluated on out-of-
distribution datasets to assess their robustness across dif-
ferent domains. [48] proposed testing ImageNet-trained
models on ImageNet variants such as ImageNetV2 [31],
ImageNet-Sketch [40], and ImageNet-R [13]. Results 4
demonstrate that our approach achieves superior results on
these diverse domains, even without explicit training.

3.3. Implementation Details

For the task of image classification we employed two ver-
sions of Gemini: Gemini Flash 1.5-002 and Gemini Pro
1.5-002 as our Large Multimodal Model (LMM). In SLAC
model, we mostly used Gemini Pro, while in second step of
TLAC model, we used Gemini Flash. Consistent with prior
work [15, 43], we utilized the CLIP-B/16 model as a VLM
text encoder.

3.4. Main Results

Training-Free Methods

We compared the performance of our model against sev-
eral training-free methods, including CLIP [29] (using both
a simple prompt, CLIP-S, and dataset-specific prompts,
CLIP-DS), CuPL [28], D-CLIP [24], Waffle [32], and
MPVR [25]. Table 1 presents the results, showing that
our model achieved superior accuracy on all datasets except
ImageNet. Our SLAC and TLAC models achieved overall
average accuracies of 79.4% and 83.6%, respectively, sur-
passing the previous highest accuracy of 73.9% reported by
MPVR [25] with the margin of 9.7%.

On ImageNet, TLAC achieved 74.1%, slightly below
the state-of-the-art results of MPVR (76.8%) and CuPL
(76.7%). However, on Caltech101, TLAC reached 97.0%,
matching the performance of D-CLIP. Notably, TLAC sur-
passed the previous best on OxfordPets, achieving 97.1%,
a 3.3% improvement over CuPL’s 93.8%. Significant accu-
racy gains were observed on StanfordCars (11.1%), FGV-
CAircrafts (41.8%), SUN397 (5.7%), and DTD (9.7%).
Furthermore, TLAC demonstrated superior domain gener-
alization, achieving improvements of 5.8% on ImageNetv2,
12.4% on ImageNet-R, and 17.6% on ImageNet-S.



Overall Avg ImageNet Caltech101 OxfordPets StanfordCars Flowers102

Method Base Novel Base Novel Base Novel Base Novel Base Novel Base Novel

CLIP 69.34 74.22 72.43 68.14 96.84 94.00 91.17 97.26 63.37 74.89 72.08 77.80

CoOp 82.69 63.22 76.47 67.88 98.00 89.81 93.67 95.29 78.12 60.40 97.60 59.67

Co-CoOp 80.47 71.69 75.98 70.43 97.96 93.81 95.20 97.69 70.49 73.59 94.87 71.75

ProDA 81.56 72.30 75.40 70.23 98.27 93.23 95.43 97.83 74.70 71.20 97.70 68.68

KgCoOp 80.73 73.60 75.83 69.96 97.72 94.39 94.65 97.76 71.76 75.04 95.00 74.73

MaPLe 82.28 75.14 76.66 70.54 97.74 94.36 95.43 97.76 72.94 74.00 95.92 72.46

LASP 82.70 74.90 76.20 70.95 98.10 94.24 95.90 97.93 75.17 71.60 97.00 74.00

RPO 81.13 75.00 76.60 71.57 97.97 94.37 94.63 97.50 73.87 75.53 94.13 76.67

MMA 83.20 76.80 77.31 71.00 98.40 94.00 95.40 98.07 78.50 73.10 97.77 75.93

Ours (SLAC) 74.43 78.69 79.90 73.78 94.19 96.62 93.62 96.48 74.79 88.73 77.21 77.73

Ours (TLAC) 76.81 83.44 80.10 74.06 91.67 96.96 94.26 97.09 74.99 90.17 79.01 85.74

+6.75 +2.49 +2.57 -0.98 +14.64 +9.07

Food101 FGVCAircraft SUN397 DTD EuroSAT UCF101

Method Base Novel Base Novel Base Novel Base Novel Base Novel Base Novel

CLIP 90.10 91.22 27.19 36.29 69.36 75.35 53.24 59.90 56.48 64.05 70.53 77.50

CoOp 88.33 82.26 40.44 22.30 80.60 65.89 79.44 41.18 92.19 54.74 84.69 56.05

Co-CoOp 90.70 91.29 33.41 23.71 79.74 76.86 77.01 56.00 87.49 60.04 82.33 73.45

ProDA 90.30 88.57 36.90 34.13 78.67 76.93 80.67 56.48 83.90 66.00 85.23 71.97

KgCoOp 90.50 91.70 36.21 33.55 80.29 76.53 77.55 54.99 85.64 64.34 82.89 76.67

MaPLe 90.71 92.05 37.44 35.61 80.82 78.70 80.36 59.18 94.07 73.23 83.00 78.66

LASP 91.20 91.70 34.53 30.57 80.70 78.60 81.40 58.60 94.60 77.78 84.77 78.03

RPO 90.33 90.83 37.33 34.20 80.60 77.80 76.70 62.13 86.63 68.97 83.67 75.43

MMA 90.13 91.30 40.57 36.33 82.27 78.57 83.20 65.63 85.46 82.34 86.23 80.03

Ours (SLAC) 92.51 92.87 56.42 65.60 69.89 73.45 52.08 58.45 48.78 56.72 79.37 85.18

Ours (TLAC) 88.46 94.37 62.79 79.36 73.32 79.00 68.06 72.95 49.10 58.67 83.13 89.51

+2.32 +43.03 +0.30 +7.32 -23.67 +9.48

Table 2. Table shows the results of previous state-of-the-art few-shot methods on 11 base-to-novel datasets. Base accuracy is on train-
ing/seen classes while Novel accuracy is on new/unseen classes. Results of both of our models, SLAC and TLAC are also shown. Previous
state-of-the-art results have been taken from [43]. Although not directly comparable to prior base accuracy due to our no-training approach,
we still mention base accuracy to facilitate comparison between prior results that require training and our training-free method. Results
show that our models demonstrate superior accuracy on novel classes as compared to fine-tuned models. The best result is displayed in
bold, while the second-highest result is shown in blue. Higher results are better.

Base-to-Novel Generalization

In this experimental setup, we compared our approach with
several state-of-the-art few-shot methods: CLIP [29], CoOp

[49], Co-CoOp [48], ProDA [22], KgCoOp [44], MaPLe
[15], LASP [4], RPO [17], and MMA [43]. These meth-
ods typically train on base classes in a 16-shot learning
manner. Table 2 presents the results for base class accu-



Figure 3. The figure illustrates the superior performance of our
model compared to previous state-of-the-art few-shot methods on
novel classes. Our approach has demonstrated significant perfor-
mance gains across multiple challenging datasets, including Stan-
ford Cars, Aircrafts, Oxford Flowers, ImageNet, and Caltech.

racy (Base) and novel class accuracy (Novel). Our ap-
proach, which does not involve training or fine-tuning, pre-
vents direct comparison with the Base results of prior meth-
ods. Nevertheless, results 2 demonstrate that our model is
competitive with fine-tuned models in terms of Base ac-
curacy while achieving higher Novel accuracy. On three
datasets-ImageNet, Food101, and FGVCAircraft-our model
achieved higher Base accuracy than previous fine-tuned
models, while remaining comparable on other datasets.
This highlights the competitiveness of our model compared
to other fine-tuned models, even on seen classes.

Our TLAC model achieved the highest overall accuracy
of 83.44%, surpassing the previous state-of-the-art, MMA
[43], by 6.75%. On general object recognition datasets, our
approach outperformed state-of-the-art methods by 2.49%
on ImageNet and 2.57% on Caltech101 in novel accuracy.
For fine-grained image recognition, we achieved significant
improvements of 14.64%, 9.07%, 2.32% and 43.03% on
StanfordCars, Flowers102, Food101 and FGVCAircraft, re-
spectively. However, we underperformed on OxfordPets
by 0.98%. Additionally, we observed better performance
on DTD and UCF101, with improvements of 7.32% and
1.04%, respectively. We also achieved better accuracy on
scene understanding dataset, SUN397. On EuroSAT, our
accuracy fell short of previous models. Figure 3 presents a
comparison of the overall performance of our model with
that of previous state-of-the-art models.

Consider the images in Table 3. Dataset labels are shown
in green, and our model’s predicted labels are in red. For the
first two flower images, our SLAC model predicted their
scientific names, “Gaillardia” and “Ruellia,” instead of the
common names “Blanket Flower” and “Mexican Petunia.”

Blanket Flower Mexican Petunia Infant Bed Infant Bed
Gaillardia Ruellia Cradle Crib

Table 3. The tables shows the images with ground truth labels in
green and predicted labels in red. Even though the predicted labels
are sementically similar, SLAC model do not able to match them.
In these situations TLAC model is effective.

Methods ImageNetV2 ImageNet-S ImageNet-R

CLIP 60.83 46.15 73.96
CoOp 64.20 47.99 75.21

Co-CoOp 64.07 48.75 76.18
Maple 64.07 49.15 76.98
MMA 64.33 49.13 77.32

Ours (SLAC) 67.93 66.11 89.91
Ours (TLAC) 69.21 68.20 90.82

Table 4. The table presents the results of our method compared to
state-of-the-art few-shot methods. Higher scores better. The best
result is displayed in bold, while the second-highest in blue.

Similarly, for the third and fourth images, the ground truth
label was “Infant Bed”, but our model predicted “Cradle”
and “Crib”. While these predictions are technically correct,
our SLAC model struggled to identify the semantic equiv-
alence between these terms. However, our TLAC model
successfully corrected these mismatches, demonstrating the
advantage of iterative refinement in certain scenarios.

Domain Generalization
Table 4 presents the performance of our approach compared
to previous methods [15, 29, 49] on domain generalization
datasets. While previous methods were trained on Ima-
geNet, our approach was training-free. Our model achieved
a 3.6% improvement over the state-of-the-art MMA model
on ImageNetV2. Similarly, on ImageNet-S, and ImageNet-
R, our approach yielded significant gains of 16.96%, and
12.59%, respectively.

4. Ablation Study

4.1. Effect of Prompt
Prior work [12, 15] has demonstrated the influence of
prompt design on LLM/LMM accuracy, a phenomenon we
also observed in our model. This effect is particularly
pronounced for domain-specific datasets. The reason is
LLMs/LMMs are highly sensitive to prompt wording as
they rely on pattern recognition and context. A well-crafted



Prompt Acc.
which object is present in the image. 94.43
which specific object is present in the image. 94.98
what is the specific type of object present in the
image.

95.63

Table 5. Table showing the effect of different prompts on image
classification accuracy of Caltech101 dataset. Acc. means Accu-
racy. Higher accuracy is better.

Prompt Acc.
which object is present in the image. 84.55
which car is present in the image. 88.83
which specific car is present in the image. 90.20

Table 6. Table showing the effect of different prompts on image
classification accuracy of StanfordCars dataset. Acc. means Ac-
curacy. Higher accuracy is better.

prompt serves as a guide, offering the necessary context and
examples to effectively “program” the model. This leads to
more accurate outputs, especially when dealing with com-
plex, domain-specific datasets that require nuanced under-
standing. To investigate this, we evaluated our model on a
general-purpose dataset (Caltech101) and a domain-specific
dataset (StanfordCars). Table 5 shows the impact of vary-
ing prompts on Caltech101. Asking the LMM “which ob-
ject is present in the image” yielded lower accuracy com-
pared to the more specific prompt “which specific object is
present in the image.” Further improvement was observed
when prompting for a description: “what is the specific type
of object present in the image,” achieving an accuracy of
95.63%, compared to 94.43% and 94.98% with the previous
prompts. While the accuracy differences are not significant,
optimized prompting consistently improves performance.

On the domain-specific StanfordCars dataset, prompt en-
gineering significantly impacts accuracy. As shown in Ta-
ble 6, the generic prompt “which object is present in the
image” yielded an accuracy of 84.55%, while the domain-
specific prompt “which car is present in the image” im-
proved accuracy to 88.83%. Further specifying the prompt
to “which specific car is present in the image” resulted in
an even higher accuracy of 90.20%. This demonstrates the
importance of domain-specific prompts for domain-specific
datasets.

4.2. Difference between Gemini Pro and Flash
Figure 4 compares the performance of our model using
Gemini Pro and Gemini Flash LMM backbones in our
SLAC model. While some datasets show slight perfor-
mance variations between the two, the overall difference
is not significant, and both achieve comparable results.
Given the cost-effectiveness and speed advantages of Gem-

Figure 4. The figure illustrates the difference of accuracy between
Gemini Pro and Gemini Flash LMMs in our model.

ini Flash, it offers a compelling alternative to the more ex-
pensive and relatively slower Gemini Pro.

4.3. Effect of VLM
To evaluate the impact of the CLIP on our model archi-
tecture, we conducted experiments using the Caltech101
dataset and the Gemini Flash configuration. As illustrated
in Figure 5, we observed a significant accuracy difference in
the SLAC model. Without CLIP, utilizing only the LMM,
Gemini Flash, resulted in an accuracy of 66.27%. Con-
versely, incorporating CLIP yielded a substantial improve-
ment, reaching 96.62%. This disparity highlights the crit-
ical role of CLIP in the performance of SLAC model. In
contrast, the TLAC model exhibited a minimal accuracy
variation, achieving 96.18% without CLIP and 96.51% with
CLIP, suggesting CLIP’s reduced significance in this partic-
ular architecture.

4.4. Adding classes in prompt
While class names were not included in our standard Gem-
ini prompts, our experiment demonstrates a performance
boost when they are provided. For instance, accuracy of
our SLAC model on the OxfordPets dataset improved from
96.48% to 98.27% with the inclusion of class names. To
maintain a realistic evaluation, reflecting scenarios where
class names are often unavailable, we did not incorporate
them in our experiments.

5. Discussion and Future Direction
This work demonstrates the advantages of using pre-trained
Large Multimodal Models (LMMs) for image classification.
A key contribution is our approach that requires no train-



Figure 5. This figure demonstrates the impact of integrating a
VLM, CLIP, on the accuracy of our proposed architecture.

ing or fine-tuning on new datasets and thus offering strong
generalization capabilities. This generalization stems from
the web-scale data used to train LMMs. While prior work
has explored using CLIP, trained on 400 million image-
text pairs [29], which in its original form often struggles
to achieve high accuracy on various datasets, even with
few-shot fine-tuning. In contrast, LMMs leverage signifi-
cantly larger datasets. Consequently, our method achieves
higher average accuracy on 13 datasets as compared to pre-
vious state-of-the-art training-free approaches. Similarly,
our method also achieved better accuracy than previous
few-shot methods on 9 of 11 standard image classifica-
tion datasets and on all four domain generalization datasets,
without any training or fine-tuning.

This work explores image classification with LMMs,
achieving promising results. However, the potential for data
contamination presents a critical challenge. Given the scale
and diversity of LMM training data, it is possile that these
models have encountered images similar to, if not portions
of, commonly used benchmarks. To address this, future
research should prioritize developing robust LMM evalu-
ation methodologies, including the creation of large-scale,
diverse, held-out datasets distinct from common training
data. Such datasets are crucial for assessing true general-
ization ability of LMMs.

6. Limitations

While the aforementioned advantages are notable, our
method also presents certain limitations. A primary concern
pertains to the LMM model, specifically whether the ob-
served accuracy is attributable to our unique model configu-
ration or the inherent power of the Gemini architecture. Fur-
thermore, the potential for data contamination exists, rais-
ing concerns that the LMM model may have been exposed
to the datasets employed for evaluation. To mitigate the first

limitation, future studies could investigate the performance
of different LMM models to isolate the contribution of our
specific configuration from that of the underlying backbone.
Regarding the second limitation, the development of a novel
benchmark dataset, previously unseen by the LMM, would
be a valuable contribution. We recommend that future re-
search endeavors focus on these areas.

Another limitation is that LMMs tend to show lower
accuracy on highly specific datasets. For example, our
model underperforms fine-tuned CLIP on OxfordPets be-
cause fine-tuning allows models to learn dataset-specific
correlations, a significant advantage on specialized datasets
like OxfordPets. Similarly, we observe this trend with Eu-
roSAT, a low-resolution (64x64 pixel) aerial image dataset
with 10 scene classes (e.g., River). Consequently, datasets
with high specialization (e.g., OxfordPets) or low image
resolution (e.g., EuroSAT) currently favor fine-tuned CLIP
models over LMMs.

7. Literature Review

7.1. Vision Language Models
Recently, vision language models (VLMs), which are
trained on both vision and text simultaneously, have gained
significant popularity due to their impressive zero-shot and
few-shot capabilities. Single modality models, such as vi-
sion or language models, are trained in isolation, which re-
sults in a modality gap between them. Recent VLMs in-
clude CLIP [29], ALIGN [14], FILIP [45], and Florence
[46]. These VLMs have been trained on large amounts of
data in a self-supervised manner. Despite being trained on
large datasets, these VLMs still face challenges in achieving
state-of-the-art results on downstream tasks.

7.2. Efficient Transfer Learning for VLMs
Efficient transfer learning methods, such as prompt learn-
ing and adapter-based approaches, have been introduced
to adapt Vision-Language Models (VLMs) to downstream
tasks. These methods add a small number of parameters
to the pre-trained VLM, updating only these newly intro-
duced parameters during fine-tuning while keeping the orig-
inal VLM parameters frozen. Text prompts, consisting of
sentence-based instructions can be either handcrafted or
learned during training (a process known as “Prompt Learn-
ing”). Originally developed in Natural Language Process-
ing (NLP) [18, 19, 21], prompt learning has been success-
fully adopted in VLMs [48–50]. Extending beyond text
prompts, some methods [30, 38] have explored prompts
within the VLM’s visual encoder. Maple [15] introduced
multimodal prompt learning, training prompts in both the
language and visual branches. CoOp [49] refines continu-
ous prompt vectors within the language module to improve
CLIP’s few-shot transfer learning performance. Address-



ing CoOp’s limitations in generalizing to unseen categories,
Co-CoOp [48] conditions prompts on input images. Further
enhancing prompt learning, [22] proposes optimizing mul-
tiple prompt sets by learning their underlying distribution.

In addition to prompt learning, an alternative approach
involves integrating lightweight modules, termed adapters,
into VLMs for adaptation to downstream tasks [11, 47].
CLIP-Adapter [11] fine-tunes vision-language models by
incorporating feature adapters on either the visual or lan-
guage branch. AdaptFormer [5], an approach for Vi-
sion Transformers (ViTs), introduces lightweight modules
to enhance transferability without modifying pre-trained
weights. Multi-Modal Adapter [43] aligns the representa-
tions learned by adapters in the vision and text branches by
adding multimodal adapters.

7.3. Training-Free Methods

Tip-Adapter [47] is a training-free method that adapts CLIP
for few-shot learning by adding a non-parametric adapter.
SuS-X [39] adapts CLIP for training-free image classifi-
cation by dynamically creating support sets from category
names and using them within a zero-shot framework to
guide predictions. These methods employ dataset class fea-
tures for training-free inference. Alternative approaches uti-
lize class descriptions. For examle, CuPL [28] combines
a Large Language Model (LLM) with CLIP to generate
customized prompts for image classification. By using an
LLM, CuPL creates numerous category-specific prompts
with detailed visual descriptions, enabling better discrimi-
nation between similar classes in a zero-shot manner. Meta-
Prompting for Visual Recognition (MPVR) [25] uses a sys-
tem prompt, task description, and a fixed in-context ex-
ample to guide an LLM in generating visual style-infused
query templates.

7.4. Large MultiModal Models (LMMs)

Following the rise of LLMs, Large Multimodal Models
(LMMs) have become a prominent research area. Large
multimodal models are developed in two stages: pre-
training, where the model is trained on a massive dataset
using self-supervised tasks like next-word prediction; and
post-training, where it is fine-tuned to follow instructions.
GPT-4 [1], developed by OpenAI, is a large multimodal
model that can process both image and text inputs to gen-
erate text outputs. Claude 3 2 is a multimodal model that
accepts multiple input modalities, including text, tables,
graphs, and photos. Developed by Google AI, Gemini 3

[34, 36] is a cutting-edge multimodal model capable of un-
derstanding and generating content across different modal-
ities, including text, code, images, and other data types.

2https://claude.ai/
3https://gemini.google.com/app

Gemini comes in two versions: Flash and Pro. Flash is de-
signed for speed and cost efficiency while Pro, is engineered
for superior accuracy.

The large multimodal models mentioned above are
closed-source, meaning their precise architecture and train-
ing data are not publicly disclosed. In contrast, open-source
models make their architecture and trained weights pub-
licly available. Pixtral-12B [2] is a 12-billion-parameter
multimodal language model. Qwen2-VL [41] introduces
a dynamic resolution mechanism for processing images.
LLaVA (Large Language and Vision Assistant) [20] is an
end-to-end trained LMM that combines CLIP with the Vi-
cuna [6]. MiniGPT-4 [51] aligns a frozen visual encoder
with a frozen large language model (Vicuna) to replicate
GPT-4’s advanced multimodal abilities. Llama [9] is a new
family of language models. While Llama 3 [37] and 3.1 [9]
were language models, Llama 3.2 introduced multimodal
capabilities.

This paper proposes using a Large Multimodal Model
(LMM) in a training-free fashion, eliminating the need for
LLM fine-tuning due to its pre-training on extensive volume
of data. Specifically, we utilize Gemini for inference due to
its readily accessible API through the Google Cloud Plat-
form (GCP). The initial $300 GCP credit provided at signup
enabled us to use Gemini across all our datasets at virtu-
ally no cost. In contrast, open-source models like Llama
require access to significant GPU resources for inference.
Unfortunately we lack the compute resources to evaluate
our scheme using Llama. Our work presents results using
both Gemini Pro and Gemini Flash.

8. Conclusion
Standard pre-trained Vision-Language Models (VLMs) like
CLIP often require fine-tuning to achieve high accuracy
on downstream tasks such as image classification. Full
model fine-tuning is computationally expensive, leading to
the exploration of efficient alternatives like prompt learning
(which introduces a small number of learnable parameters)
and adapter layers (small multilayer perceptrons). However,
both methods require fine-tuning for each new dataset, de-
manding significant computational resources. In contrast,
we propose leveraging Large Multimodal Models (LMMs)
such as Gemini for image classification. Trained on mas-
sive datasets, LMMs have demonstrated impressive lan-
guage and vision understanding capabilities. Their exten-
sive pre-training eliminates the need for further fine-tuning,
allowing direct application to new datasets without addi-
tional training. Our results demonstrate that LMMs achieve
significant improvements on large general datasets like Im-
ageNet, as well as domain-specific datasets such as Flow-
ers102, FGVCAircraft, and StanfordCars. Future works can
explore other LMMs, both open-source and closed-source,
and compare their performance with that of Gemini.
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